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$=\left[\begin{array}{c}n-k \\ n-1-k\end{array}\right]_{q}-\left[\begin{array}{l}n-k-1 \\ n-k-2\end{array}\right]_{q}=\left[\begin{array}{c}n-k \\ 1\end{array}\right]_{q}-\left[\begin{array}{c}n-k-1 \\ 1\end{array}\right]_{q}=q^{n-k-1}$.
Thus,
$\mu_{H}$ doesn't depend on $H$.
Hence, we finally get

$$
\mathcal{H}_{\langle g\rangle}=\mathcal{H}-\frac{1}{q^{n-k-1}} \sum_{M \cap\langle g\rangle=1} \mathcal{H}_{M} .
$$
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$$
\left|\mathcal{H}_{M_{1}} \cap \mathcal{H}_{M_{2}}\right|=\frac{\left[\begin{array}{c}
n-2 \\
k
\end{array}\right]_{q}}{\left[\begin{array}{c}
n-t \\
k-t
\end{array}\right]} \cdot \lambda .
$$
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n-2 \\
k
\end{array}\right]_{q} /\left[\begin{array}{l}
n-t \\
k-t
\end{array}\right]_{q} \lambda\right) .
$$

Also, a matrix $B$ is an incidence matrix of a design with parameters

$$
\left(\lambda \alpha_{0}, \frac{\left(\alpha_{0}-\alpha_{1}\right) \lambda}{q^{k}},\left[\begin{array}{c}
n-2 \\
k
\end{array}\right]_{q} /\left[\begin{array}{c}
n-t \\
k-t
\end{array}\right]_{q} \lambda\right) .
$$

The next result show how to get an incidence matric of $\mathcal{D}_{\text {min }}$ in a case when an incidence matrix of $\mathcal{D}_{\text {max }}$ is known.

Also, a matrix $B$ is an incidence matrix of a design with parameters

$$
\left(\lambda \alpha_{0}, \frac{\left(\alpha_{0}-\alpha_{1}\right) \lambda}{q^{k}},\left[\begin{array}{c}
n-2 \\
k
\end{array}\right]_{q} /\left[\begin{array}{l}
n-t \\
k-t
\end{array}\right]_{q} \lambda\right) .
$$
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Corollary 1.10 For matrices $A, B, C, D$ following holds:

1. $A=J-\frac{1}{q^{n-k-1}} C J+\frac{1}{q^{n-2}} C D A$
2. $B=J-\frac{1}{q^{k-1}} D J+\frac{1}{q^{n-2}} D C B$.
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Matrices $C$ and $D$ simply hold information on maximal subgroups of $E_{q^{n}}$.

Hence,

Matrices $C$ and $D$ simply hold information on maximal subgroups of $E_{q^{n}}$.

Hence,
$C$ and $D$ are always known and depend only on how we index the maximal subgroups and group elements.

Matrices $C$ and $D$ simply hold information on maximal subgroups of $E_{q^{n}}$.

Hence,
$C$ and $D$ are always known and depend only on how we index the maximal subgroups and group elements.

The following results give additional information about matrices $A, B, C, D$.

Matrices $C$ and $D$ simply hold information on maximal subgroups of $E_{q^{n}}$.

Hence,
$C$ and $D$ are always known and depend only on how we index the maximal subgroups and group elements.

The following results give additional information about matrices $A, B, C, D$.

Lemma 1.11 $A$ matrix $C$ satisfy the following equation:

$$
C C^{t}=q^{n-2} I+q^{n-2}(q-1) J .
$$

Matrices $C$ and $D$ simply hold information on maximal subgroups of $E_{q^{n}}$.

Hence,
$C$ and $D$ are always known and depend only on how we index the maximal subgroups and group elements.

The following results give additional information about matrices $A, B, C, D$.

Lemma 1.11 $A$ matrix $C$ satisfy the following equation:

$$
C C^{t}=q^{n-2} I+q^{n-2}(q-1) J .
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